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Abstract. Closure principles say that if you know some proposition which
entails a second and you meet further conditions then you know the second. In
this paper I construct an argument against closure principles which turns on
the idea that knowing a proposition requires that one’s belief-forming process
be reliable. My argument parallels an influential argument offered by Timothy
Williamson against KK principles — principles that say that if you know some
proposition and you meet further conditions then you know that you know the
proposition. After offering my argument, I provisionally assess its damage
to closure principles and also look at how responses to my argument against
closure principles can be used to generate responses to Williamson’s argument
against KK principles.
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This paper focuses on the merits of two types of principle. The first is
a “single premise knowledge closure principle” or a “closure principle” for
short.! Here is a simple schema for this type of principle:?

(Closure): For any subject S and propositions p and q such that
p entails q, if S knows p and certain conditions obtain, then S

'For discussion of closure principles, see e.g. [Baumann, 2012], [Feldman, 1995], [Kvan-
vig, 2006], [Lawlor, 2005], [Luper, Winter 2011], [Luzzi, 2010], [Schechter, 2013] and [Vogel,
1990].

2T have introduced closure principles via a schema and will talk as if there are multiple
closure principles. However, some talk as if there is only one closure principle. For instance,
the Stanford Encyclopedia of Philosophy article devoted to epistemic closure principles is
called “The Epistemic Closure Principle” [Luper, Winter 2011]. I find talk of closure
principles in the singular to be somewhat mysterious. Perhaps people who engage in it
are assuming there is only one closure principle best suited to a particular role? In any
case, I shall continue to refer to closure principles in the plural. Similar things go for KK
principles.



knows q.3

The second is a “knows knows principle,” or a “KK principle” for short.*
Here is a simple schema for this type of principle:

(KK): For any subject S and proposition p, if S knows p and
certain conditions obtain, then S knows that S knows p.

It is commonly held that there are some true closure principles. For instance,
Richard Feldman writes, “the idea that no version of this principle is true
strikes me, and many other philosophers, as one of the least plausible ideas
to come down the philosophical pike in recent years” [Feldman, 1995, 487].5

KK principles have a less good reputation. For instance, Timothy Will-
iamson, writes “It is widely, though not universally, acknowledged that the
KK principle is false” [Williamson, 2011, 147]. This is largely due to Will-
iamson himself, who offers an influential argument against a particular KK
principle in Knowledge and its Limits [Williamson, 2000, 114-6]. In this
work, he carefully formulates the KK principle he wishes to criticize so as
to avoid counterexamples that had been pressed against other, less carefully
formulated principles. As he notes of the KK principle he criticizes, it is “a
special case of the general ‘KK’ principle that if one knows something then
one knows that one knows it, but sufficiently restricted to avoid many of the
objections to the latter” [Williamson, 2000, 115]. Thus Williamson’s argu-
ment could be viewed as the final nail in the coffin; even the most carefully
formulated KK principle seems doomed to failure.

What does not seem to have been noticed is that a modified version of
Williamson’s argument can be applied to closure principles.® The first part of
the paper is devoted to explaining this modified argument against closure and
showing how its key premise may be defended. Notably, its key premise rests
on a general principle connecting knowledge and reliability that Williamson'’s
argument against KK also appeals to.

3Stating a more general schema for this type of principle requires allowing for various
bells and whistles. These include time indices and modal operators, such as being in a
position to know.

4For discussion of KK principles, see e.g. [Castaiieda, 1970], [Conn, 2001], [Das and
Salow, 2018], [Feldman, 1981], [Ginet, 1970], [Goodman and Salow, 2018], [Greco, 2014],
[Greco, 2015], and [Hemp, 2014].

For some more quotes in a similar vein, see [Dretske, 2005, 17].

6Tt has been noticed that a modified version can target other sorts of principles; see
e.g. [Ramachandran, 2012, 128-31].



The argument I discuss targets a particular closure principle, just as Will-
iamson’s argument targets a particular KK principle. So two natural ques-
tions arise. First: how good of a job does it do at targeting the closure
principle in question? My response: it does a good job; it is pretty persua-
sive. In particular, the argument turns on a key premise which is in turn
is supported by a general principle that is quite plausible.” The argument
is also significant dialectically, in that if one wishes to deny this general
principle, one thereby undermines Williamson’s argument against KK.8

The fact that my argument targets a particular closure principle also
gives rise to another natural question, namely: are there other closure prin-
ciples that can escape my argument? In the later parts of my paper, I will
provisionally discuss this question. My provisional conclusions are as follows:
one sort of closure principle — a higher-order one — is successfully targeted by
my argument. Two others, one related to competent deduction and another
related to proper basing, can escape, but each has some limitations. I also
provisionally defend the conclusion that for each of the closure principles that
escapes my argument, there is a parallel KK principle that escapes William-
son’s argument, and that this KK principle inherits some of the motivation
that applies to the closure principle it parallels. This proves unfortunate
for Williamson. He had hoped, by attacking KK principles, to block certain
conclusions they supported. But unfortunately, as we shall see, some of the
KK principles that his argument fails to target can be used to support these
conclusions.

This paper has six sections. The first section introduces my argument
against closure. The second section examines how a key premise of my ar-
gument may be defended. The next three sections look, in turn, at three
different closure principles and whether they can escape my argument. The
sixth section looks at whether there are parallel KK principles, motivated by
similar considerations, that escape Williamson’s argument.

1 My argument against closure

My argument begins with a story about a character named Lisa. Lisa is
working through a series of deduction problems which very gradually increase

7As I'll note later on, the principle in question isn’t entirely uncontroversial, but this
should be unsurprising; arguments for deeply controversial views in epistemology rarely
have supports that are entirely uncontroversial.

8Thanks to an anonymous referee for suggesting I mention this here.



in difficulty. Each problem gives Lisa two propositions. As Lisa knows, the
first of these, which I'll call “the starting proposition” is always a true and
surprising fact. So every time Lisa starts a problem, she comes to learn some
new thing. Meanwhile, the second proposition, which I'll call “the ending
proposition”, has an important logical connection to the starting proposition.
In particular, for each problem either (i) the starting proposition entails the
ending proposition or (ii) the starting proposition entails the negation of the
ending proposition. Lisa is not told which; this is one of the things she must
figure out. To correctly solve a problem, Lisa must either deduce the ending
proposition or its negation from the starting proposition.

For instance, the starting proposition of the first problem is: “Mona Lisa
does not have eyebrows.” and the ending proposition is: “Either Mona Lisa
does not have eyebrows or the brain of an ostrich is the same size as one of its
eyeballs.” In this case, the starting proposition entails the ending proposition,
so to solve this problem, Lisa must deduce the ending proposition from the
starting proposition.

Lisa is a competent deducer when it comes to the first problem; she
can get this problem and others at this level of difficulty right every time.
But as the problems become gradually more difficult, Lisa begins to find
them harder and harder. Let us suppose that she makes her first error
at problem number 666. Just to be clear, the idea isn’t that she has a
performance error; she doesn’t suddenly become distracted at problem 666
and make a mistake. Rather the problems are sufficiently difficult at that
point, containing so many complex steps, that she makes a mistake without
noticing. Similar things regarding difficulty have been true for some time.
For example, problem 665 was really difficult, contained many complex steps,
and was such that Lisa could easily have made a mistake without noticing
it.?

Let me say a little more about what makes problem 666 and others like
it difficult. Sometimes the difficulty in solving a logic problem is in finding
the correct answer, rather than verifying that the answer is correct. For
instance, there can be cases in which you search for a proof of something for
a while, and then in a flash of inspiration you find a proof and once you’ve
found the proof it’s blindingly obvious that the proof you've found is right.

9Here is a variant story: the problems remain at the same level of difficulty, but Lisa
very gradually loses brain function. All my conclusions should go through for this variant
story as well. So someone who wishes to challenge what I say here should make sure their
challenge works on this variant as well.



But at other times, you can find a proof and still not be sure if it’s right or
not; it might be sufficiently complex, some of the steps sufficiently difficult
to follow, that it’s hard to tell if it’s right. We should understand Lisa’s work
on the problems high in the 600’s to be of this second type. That is, they're
long and messy and complicated and she could easily have made a mistake
somewhere without realizing it.

Consider an analogy. Suppose I am supposed to meet someone at the
airport. There are a couple of ways in which this task can be difficult. One
is the following: I know what the person looks like, but the airport is rather
crowded, and so there are a lot of people to search through. For example,
suppose I'm looking for my daughter. In such a case, the difficult part of the
task is in spotting my daughter; once I spot her, I will recognize her instantly.
A second sort of case is the following: I'm supposed to be meeting someone at
the airport but I don’t really know what the person looks like. For example,
suppose I'm looking for a second-cousin I haven’t seen for many years. In
such a case, the difficult part of the task may well be correctly identifying
my second-cousin. Perhaps I keep seeing people who look like him and can’t
really tell which one is correct.

The way I wish to understand the Lisa case, it is like the second sort of
airport case. Even once she’s found what she takes to be proofs, they are
long and complicated and it’s difficult to tell if they're right or not. Just
as [ am not particularly reliable at identifying someone as my second cousin
thanks to the difficulty involved in distinguishing him from someone who
looks similar, Lisa is not particularly reliable at identifying something as
the correct answer to a problem high in the 600’s, thanks to the difficulty
in distinguishing real proofs from mistaken ones. This makes her work on
problems 665 and 666 very similar; in both cases, they involve lengthy, con-
voluted logical arguments. She thinks the logical arguments are right in both
cases, and even though she’s right about one and wrong about the other, her
belief-forming process in the two cases is virtually the same.

With this story in place, I'm ready to offer my argument against closure,
which makes use of two principles.

First, there’s a principle I'll call Set-Upy;sq, because it’s information pro-
vided by the set up to my argument:

(Set-Uppisq). Lisa knows the starting proposition of each prob-
lem and for all but the last problem, the answer Lisa believes to
be correct is indeed entailed by the starting proposition of that



problem.*?

This principle should be uncontroversial; it just follows from details of the
story.

My second principle T call (Reliability;s,) because it is connected with
the idea that knowledge requires that one’s belief-forming process be reliable:

(Reliability;s,). If Lisa knows the answer to a given problem,
she does not get the next problem wrong.!!

This principle is supported by details in the story; in particular, the fact that
Lisa’s belief-forming process from one problem to the next is so similar. In
such a circumstance, for it to be the case that she really truly knows the
answer to a given problem, and is not just luckily guessing, it has to be the
case that she does not get the next problem wrong.

This principle is more controversial than the previous one, and I'll devote
the next section to defending it. But to briefly preview, it follows from two
claims: first, that knowledge requires that one not believe falsely in similar
circumstances and second, that the way in which Lisa forms belief regarding
the answer to a given problem is very similar to the way in which she forms
belief regarding the answer to the next.

Together, my two principles entail the denial of a closure principle, which
I'll call (Closurechaiienged), Seeing as my argument challenges it:

(Closurechaiiengea) For a given problem, if Lisa knows the start-
ing proposition to that problem and believes another proposition
entailed by it, then she knows it.!2

10 et me state this formally. Let (Start;) be the starting proposition to problem i and
(LisaAnswer;) be the answer that Lisa gives to problem 4, that is, the proposition that she
believes to be deducible from (Start;). Then (Set-Upyr;sq) says: for all ¢ from 0 to 666,
Lisa knows (Start;) and for all ¢ from 0 to 665, Lisa believes (LisaAnswer;) and (Start;)
entails (LisaAnswer;).

HTet me state this formally, keeping the same abbreviations as the previous foot-
note. (Reliabilityr;s,) says: for all ¢ from 0 to 665, if Lisa knows (LisaAnswer;) then
(LisaAnswer; 1) is true.

12Let me state this formally, keeping the same abbreviations as the previous footnote.
(Closurechaiienged) says: for all ¢ from 0 to 666, if Lisa knows (Start;) and (Start;) entails
q and Lisa believes ¢ then Lisa knows q.



Let me briefly outline how (Set-upy;s,) and (Reliability;s,) entail the denial
of (Closurechaiienged).- The argument is a reductio. First, note that (Set-
UPLise) and (Closurechaiiengea) together entail, for each of problems 0 through
665, that Lisa knows the conclusion she believes to be the correct answer to
that problem. After all, for each of these problems, (Set-Upp;s,) tells us
that (i) Lisa knows the starting proposition of that problem and (ii) the
proposition she believes to be the answer is in fact entailed by that starting
proposition. And so, from (Closurecpgiiengea) it follows that she knows the
proposition she believes to be the answer.

However, Lisa’s answer to problem 666 is incorrect. So it follows from
(Reliability;s,) that she doesn’t know the proposition she believes to be
the answer to problem 665. This contradicts the claim that she knows the
conclusion of each of problems 1 through 665. So the principles cannot all
be true. This means that if (Set-Upy;s,) and (Reliability;s,) are true, then
(Closurechaienged) is false.!

Of course, my argument will only be successful if my two principles,
(Set-Uprise) and (Reliability;s,), are correct. As noted above, (Set-Upr;s,)
should be uncontroversial; it just follows from details of the story. This
leaves (Reliability;s,). I have briefly outlined a defense of it, but in the next
section, I will develop this defense.

2 Defending my premise linking reliability and knowledge

In developing my defense of (Reliabilitys,), it will be helpful to see how
Timothy Williamson defends a related principle in an argument he offers
against KK principles. This is useful for two reasons: first, I can use what
he says in defending his related principle to help defend (Reliability;s,).
Second, some readers may wish to reject (Reliabilityy;s,) and it’s useful to
see how this rejection will affect Williamson’s argument against KK.

In order to understand the particular KK principle Williamson is chal-
lenging and Williamson’s argument against it, we must first understand a
story Williamson tells about a character named Mr Magoo.

13T would like to briefly note how this argument differs from another argument chal-
lenging closure principles, viz. Maria Lasonen-Aarnio’s argument in “Single Premise De-
duction and Risk.” Her argument is explicitly fallibilist, resting on the idea that one can
have knowledge if one avoids relevantly similar false belief in most close worlds, even if one
doesn’t do so in all of them [Lasonen-Aarnio, 2008, 167]. But I make no such assumption.
Thanks to an anonymous referee for suggesting I clarify this.



In the story Mr Magoo is looking out his window at a tree that is 666
inches tall and has formed various beliefs about the height of the tree. Mr
Magoo’s eyesight and ability to judge heights are not good enough to tell to
the nearest inch what the height of the tree is. But Mr Magoo can tell some
things, like that the tree is not 60 or 6000 inches tall. [Williamson, 2000, 114].

The KK principle that Williamson wishes to challenge runs as follows:

(KK hatiengea): For any given height, if Mr Magoo knows that the
tree is not that height, then he knows that he knows the tree is
not that height. [Williamson, 2000, 115].

The structure of Williamson’s argument is somewhat complicated and irrel-
evant for my purposes; all that we need to know is that it makes use of a
principle involving reliability, which runs as follows:

(KReliability yrag00) Mr Magoo knows the following: if he knows
the tree is not ¢ inches tall, then the tree is not ¢« + 1 inches tall.

This principle is somewhat complicated. In particular, it is of the form: Mr
Magoo knows X, where the X in question is the following:

(Reliability prqgo0): If Mr. Magoo knows that the tree is not 4
inches tall, then the tree is not ¢ + 1 inches tall.

Because his principle is complex, Williamson works in two stages: first he
motivates the simpler principle, (Reliabilityqg00), and then he motivates
that Mr. Magoo knows that this principle is true. I will focus in this first
stage, viz. on his motivation for (Reliabilitysqge). Williamson writes:

To know that the tree is 7 inches tall, Mr Magoo would have
to judge that it is ¢ inches tall; but even if he so judges and in
fact it is ¢ inches tall, he is merely guessing; for all he knows it
is really ¢ — 1 inches or 7 + 1 inches tall. Equally, if the tree is
i-1 or 1+1 inches tall, he does not know that it is not ¢ inches
tall [Williamson, 2000, 115].

Williamson’s main defense is thus that if Mr Magoo believed the tree was
not 7 inches tall, when in fact it was ¢ 4+ 1 inches tall, his success would be
due to guesswork.



(As a point of clarification, I should note that Williamson’s idea here only
applies to the case at hand, in which Mr Magoo formed his belief by looking
at the tree from some distance away. Had he been forming beliefs about the
tree by some other method, such as carefully measuring the tree, and gotten
the measurement right, it would no longer be true to say that his success was
merely due to guesswork. )

In order to understand this defense, we must examine what Williamson
means by “guess.”!® A plausible interpretation is that by “guess” here Will-
iamson means a belief that could easily have been wrong, given the way it
was formed. This meshes with what Williamson does in another place, in
which he motivates a similar principle to (Reliabilityq400) via the following
principle:

(GeneralizedReliability): If one believes p truly in a case «, one
must avoid false belief in other cases sufficiently similar to « in
order to count as reliable enough to know p in « [Williamson,
2000, 100].1¢

(GeneralizedReliability) seems to explain Williamson’s motivation behind
(Reliability arqgoo). The idea is that if Mr Magoo could easily have falsely

14Thanks to an anonymous referee for suggesting I clarify this.

150ften, we use the word “guess” to mean a belief arrived at on the basis of a feeling or
hunch, as opposed to a process of reasoning. For example, a detective who believed that
the butler did it on the basis of a complex reasoning process would not normally be said
to have “guessed” that the butler did it, even if the reasoning process employed a number
of highly questionable inferences. But Williamson cannot mean “guess” in this sense. For,
as the logic of Williamson’s argument makes clear, (KReliabilityarqg00) has to apply to
a case in which Mr Magoo reasons to the conclusion that the tree is not 665 inches tall,
through the employment of some questionable inferences. A similar point is emphasized
in [Dokic and Egré, 2009] and [Sharon and Spectre, 2008].

6Here is a worry one might have about my interpreting Williamson’s argument against
(KK chailenged) as invoking (GeneralizedReliability): KK principles tend to be defended by
internalists, it’s not clear that an internalist should accept (GeneralizedReliability), and
thus I am interpreting Williamson as invoking a principle which is dialectically suspect. In
response, it’s worth noting that Williamson explicitly invokes this principle while offering
his anti-luminosity argument which is explicitly an argument against internalists so he
is clearly happy to make this move that is allegedly dialectically suspect. Also, I argue
later in this paper that not all those who accept KK principles need be internalists and
that furthermore internalists can endorse an internalist version of KK while accepting
(GeneralizedReliability). Thanks to an anonymous referee for pressing this worry.



believed something in a similar case, his belief amounted to guesswork, and
this robs him of knowledge.!”

More formally, we can understand this argument for (Reliabilitysqg00) a8
running as follows:

1. (GeneralizedReliability) If one believes p truly in a case a, one
must avoid false belief in other cases sufficiently similar to « in
order to count as reliable enough to know p in «.

2. (SimilarCasesprqgoo) The case in which Mr Magoo believes that
the tree is not ¢ inches tall is a sufficiently similar case to the case
in which he believes the tree is not ¢ 4+ 1 inches tall.

3. (Reliabilityrqgo0) If Mr Magoo knows the tree is not ¢ inches
tall, then the tree is not ¢ + 1 inches tall.

I can give a parallel argument to defend my reliability principle. First, let
me make my task slightly easier. Recall that my reliability principle runs as
follows:

(Reliabilityr;s,). If Lisa knows the answer to a given problem,
she does not get the next problem wrong.

It is worth noting that (Reliability;s,) is true regarding all the problems less
than or equal to problem 664. This is because in these cases, Lisa gets the
next problem right, and thus (Reliability;s,), for those cases, amounts to a
material conditional with a true consequent. So all that matters is that I can
defend the following:

"Here is another piece of evidence that Williamson intends to motivate
(Reliability prqgo0) Via (GeneralizedReliability): at one point he writes: “A reliability con-
dition on knowledge was implicit in the argument of section 5.1 [i.e. the argument against
KKchalienged] and explicit in sections 4.3 and 4.4 [i.e. the sections in which (General-
izedReliability) is explicitly stated]” [Williamson, 2000, 124].” Williamson clarifies that
this reliability condition is (GeneralizedReliability) a page later, writing, “For present
purposes, we are interested in a notion of reliability on which, in given circumstances,
something happens reliably if and only if it is not in danger of not happening. That is, it
happens reliably in a case « if and only if it happens (reliably or not) in every case similar
enough to «” [Williamson, 2000, 124].

10



(Reliability r;sq— restrictea) 1f Lisa knows the answer to problem
665, then she does not get the next problem wrong.

My argument for this principle, which parallels Williamson’s, runs as follows:

1. (GeneralizedReliability) If one believes p truly in a case «, one
must avoid false belief in other cases sufficiently similar to a in
order to count as reliable enough to know p in a.

2. (SimilarCasesy;s,) The case in which Lisa believes her answer
to problem 665 is a sufficiently similar case to the case in which
she believes her answer to problem 666.

3. (Reliability 1;sq— Restrictea) 1f Lisa knows the answer to problem
665, then does not get problem 666 wrong.

Williamson’s case for (SimilarCasesyrqg00) rests on the details of the story —
in particular, on the similarity of Mr Magoo’s belief forming processes when
he forms the belief that the tree is not ¢ inches tall and when he forms the
belief that it is not ¢ + 1 inches tall. Likewise, my case for (SimilarCasesy;s,)
rests mostly on my story’s details; I have sought to make Lisa’s belief-forming
processes extremely similar from one problem to the next. Recall that both
cases involve her looking at long, complicated proofs, proofs that she thinks
are right, but where mistakes could easily have escaped her notice.

To further expand: I can specify that Lisa’s confidence is roughly the same
for both answers. I can also emphasize that she came to believe them them
via similar reasoning processes, e.g. that each time she wrote out a series
of steps from the problem’s starting proposition to the proposition that she
believed to be the correct answer, but that both times many steps involved
complex rules and that in applying these rules Lisa could easily have made
a mistake without noticing. I can further add that the probability of her
getting the right answer was about the same for both problems. In short, it
seems quite plausible, once certain details are filled in, that the case in which
Lisa believes her answer to problem 665 is a sufficiently similar case to the

11



case in which she believes her answer to problem 666.'% 1?

Given the plausibility of (SimilarCasesy;s,), probably the best bet for
someone who wishes to maintain (Closurecpaiienged) is to reject (Generalize-
dReliability).?° But it’s worth noting some implications of doing so.

First, if one rejects (GeneralizedReliability), one thereby rejects William-
son’s argument against KK, which relied on it.2!

80ne could object to this claim by arguing that in order for one case to be sufficiently
similar to another, the proposition believed in each case has to be the same. This idea
shows up in the way some people formulate safety conditions, viz:

S’s belief in p is safe if and only if S could not easily have falsely believed p
in similar cases. [Sosa, 1999, 142].

Here the idea seems to be that the only cases relevant for determining whether a belief in
p is safe are ones in the subject believes p. But if we understand similarity in this way,
then the case in which Mr Magoo believed that the tree is 665 inches tall would not count
as sufficiently similar to the case in which Mr Magoo believed that the tree is 666 inches
tall, so (SimilarCasesarqgoo) would be false.

In any case, we can rephrase Williamson’s argument, and my own, so as not to need
different propositions; in the Magoo case, one can consider a similar situation in which
Magoo believes the same proposition but is looking at a tree that has a slightly different
height, whereas in my case we can have Lisa deduce the same (rather complex) proposition
each time (after first having her memory wiped), with the difference that each time her
competence is ever so slightly reduced. Or we can imagine a story in which it is not her
competence that is reduced, but rather that we keep the same proposition to be deduced —
the true conclusion — and alter the level of difficulty of the problem by altering the starting
proposition. Thanks to an anonymous referee for pressing me on this.

190ne might think that there is a key difference between the two beliefs in the Lisa case,
viz. that her belief in her answer to problem 665 is the result of an accurate inference
while her belief in her answer to problem 666 is the result of a logical mistake. But there
is a similar difference between two beliefs in the Magoo case as well; a belief that the
tree is not 665 inches tall is accurate, but a belief that it is not 666 inches results from
a mistake. Of course, this is not to say that his belief that the tree is not 665 inches
tall amounts to knowledge; Magoo’s belief-forming process isn’t reliable to pick out the
difference in heights. But likewise, it’s highly dubious that Lisa’s belief in her answer to
problem 665 amounts to knowledge; while her inference in this case is logically sound, this
is not enough to yield knowledge. Surely not everyone who produces a logically sound
inference knows the conclusion, otherwise every belief in a logical tautology I had would
amount to knowledge, no matter how complicated the logical tautology was.

20T should note that (GeneralizedReliability) is somewhat controversial; see e.g. [Fi-
telson, 2006], [Ramachandran, 2005]. Thanks to an anonymous referee for suggesting I
mention this.

210ne might worry that, even if Williamson’s own motivation for (Reliability Magoo) Was
(GeneralizedReliability), there is another motivation for (Reliabilityrrqg00) that cannot be

12



Second, (GeneralizedReliability) is intuitively plausible; it’s plausible that
knowledge requires that one’s beliefs be reliable, and, in particular, that
one not be mistaken in similar cases. So rejecting (GeneralizedReliability)
requires rejecting something plausible.

It might be thought that one can soften this blow by replacing (General-
izedReliability) with a fallibilist version, which says that knowledge requires
reliability in most similar cases, rather than all similar cases and thereby
capture the intuitions behind (GeneralizedReliability). In other words, one
can endorse:

(GeneralizedReliability payipiise) If one believes p truly in a case «,
one must avoid false belief in most other cases sufficiently similar
to « in order to count as reliable enough to know p in a.

But this move will not work; I can modify my argument in such a way that
I can use this new principle to reach my conclusion. All that I need to do
is spell out the story in such a way that Lisa’s belief-forming method with
regards to problem 665 is not only fallible, but doesn’t even produce true
belief in most cases. So, for instance, I can add to the story that Lisa is at
roughly fifty percent reliability when it comes to the later problems. Then

used to motivate (Reliabiltyr;sq). In particular, we can motivate (Reliability apragoo) as
follows: whatever you say about Mr Magoo’s epistemic standing with regard to the tree
he’s observing, he cannot know to the nearest inch (using whatever method he can at the
moment) that the tree is not at a certain height when its actual height is one inch from
that. This argument relies, then (or so the challenge goes), on the quality of Magoo’s
evidence not on reliability considerations.

In response, it’s worth emphasizing that (Reliability Magoo) says more than merely that
Mr. Magoo cannot know to the nearest inch what the height of the tree is. To see this,
imagine Mr Magoo had a device that precisely measures the tree’s height but reports the
tree’s height in a peculiar way: it either announces that the tree is below 65.5 inches, or
it announces that it is between 65.5 and 165.5, or between 165.5 and 265.5, or between
265.5 and 365.5, and so on. Then, if Mr Magoo had this device, he wouldn’t be able to
tell the height to the nearest inch. But (Reliabiltyasqg00) would be false, because if the
device reported that the tree was between 665.5 and 765.5, and the tree was in fact 666
inches, Mr. Magoo would know that it was not 665 inches, even though it was in fact 666.

Of course, this still leaves open whether there is some way to appeal to facts about
evidence in a way that supports (Reliability Magoo) Without supporting (Reliability r;s4). I
think the answer is that there is not; in the fifth section of this paper, I give some reason
to think Mr. Magoo and Lisa are in a similar evidential position, both with regards to the
evidence they have, and their ability to appropriately base their beliefs on that evidence.
Thanks to an anonymous referee for pressing this worry.
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(Set-UpLisa) plus (Closurecpaienged) Will entail that she knows the answer to
problem 665 and (GeneralizedReliability pauipiist) will entail that she doesn’t,
seeing as, at this point, her belief-forming process isn’t even mostly reliable.
In short, once these details are added, my argument can use a fallibilist
version of (GeneralizedReliability) to generate its conclusion. So trying to
avoid my argument through rejecting (GeneralizedReliability) and related
principles comes with big intuitive costs.

3 Can a higher-order closure principle escape my argument?

My argument focuses on a particular closure principle — (Closurechaienged)
— and so a natural question arises: are there other closure principles that
can escape my argument? I will now provisionally discuss this question,
working, in order, through three closure principles: a higher-order one, an
externalist-friendly one, and an internalist-friendly one.

Here are my provisional conclusions: the higher-order principle cannot
escape my argument. There are externalist-friendly and internalist-friendly
principles that escape my argument, but they have what appear to be signif-
icant flaws. And parallel things holds for KK principles.

Recall that my argument challenged the following closure principle:

(Closurechaiienged) For a given problem, if Lisa knows the starting
proposition to that problem and believes another proposition that
is entailed by it, then she knows it.

One might think that (Closurecpaienged) is false for the following reason:
when it came to problem 665, even though Lisa knew the starting proposi-
tion and even though the starting proposition entailed Lisa’s answer, Lisa
didn’t know that it entailed her answer and this kept her from knowing her
answer. This inspires the following thought: perhaps a closure principle
whose antecedent required not merely that p entails q, but that the subject
knows that p entails q, would be immune to my argument. Here is such a
principle:

(Closuregigherorder): For every proposition p and g, if one knows
p and knows that p entails q, then one knows q.

[ am doubtful that this strategy can work; I can (arguably) modify the Lisa
story so that my argument targets this principle as well. In other words, the
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premises of my original argument against closure referenced a story regarding
Lisa; if these premises were all correct, then the original closure principle I
was challenging — (Closurecpaienged) Was false. By altering the story slightly,
I can offer a new argument which is like the original one, except that it
references this new story, and which shows that (Closuregigherorder) is false.

Recall that my argument is a reductio; it showed that when you combine
several principles, one of which is (Closurechaiienged), you get to an absurd
conclusion. And, in more detail, the way the argument worked is that there
were two principles, (Set-upris,) and (Closurecpaienged) that together en-
tailed, for each of problems 0 through 665, that Lisa knew the conclusion she
believed to be the correct answer to that problem. And there was another
principle, (Reliabilityy;s,) that entailed that if she knew the answer to prob-
lem 665, then her answer to problem 666 was true. But because it was not,
one of these principles had to be false.

To generate my new argument, I will modify the story. In particular, for
each problem, in addition to “the starting proposition”, Lisa will also receive
a list of other propositions, which I'll call “the intermediate propositions”.
She can use these in trying to determine whether the ending proposition is
true or false. Each intermediate proposition will be of the form “P entails Q”.
And, for each problem, there will be one particularly helpful intermediate
proposition — although Lisa won’t be told which one of the intermediate
propositions it is. What makes it particularly helpful is that its antecedent
(P) is the starting proposition for that problem and its consequent (Q) is
either the ending proposition for that problem or the negation of the ending
proposition. Thus, if she selects the correct intermediate proposition, she
can use it to solve the problem by either proving the ending proposition true
or proving it false. Again, she receives good assurance that the intermediate
propositions are true and thus knows them.

I will add one more twist to the new story. In the new story the starting
proposition and intermediate propositions — at least for the later problems
— will be rather long and complicated. For instance, suppose by the time
she gets to the problems in the 600s, the sentences that express the starting
propositions and intermediate propositions are each over a page long. In
such a case, Lisa might be unreliable at comparing the two sets of formula
and confirming that they match, and thus prone to making mistakes. And,
as before, the problems gradually get harder and harder and she eventually
makes a mistake at problem 666.

The modified argument, then, uses the same structure as the previous one.
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First, as before, there’s a principle I'll call Set-Upwigherorder, that invokes
information provided by the set up to my argument:

(Set-Upmigherorder). Lisa knows the starting proposition and the
intermediate propositions of each problem and for all but the last
problem, the answer Lisa believes to be correct is indeed entailed
by the starting proposition of that problem.

Again, then, as with the earlier argument, we have a reductio argument.
(Closuregigherorder) and (Set-Uppigherorder) together entail that Lisa knew
the answers to problems 1 through 665. Thus, (Reliabilityy,s,) entails that
she didn’t get problem 666 wrong. But she does get it wrong. And thus,
assuming the other principles are correct, (Closurepigherorder) is false.

Let me consider an objection to this new argument. The objection starts
by noting that the story I just presented requires that two things be true.
First, it requires that Lisa know the starting propositions and intermediate
propositions for the various problems. Second, it requires that she use a
process to solve the problems that is somewhat unreliable, at least when it
comes to the problems high in the 600’s.

One might challenge that the story I presented is impossible. In partic-
ular, one might think that coming to know the starting and intermediate
propositions is more challenging than comparing and confirming that the
starting proposition matches the antecedent of the intermediate proposition
and the ending proposition (or its negation) matches its consequent. And
thus, one might challenge the possibility of Lisa’s knowing the starting and
intermediate propositions while being unreliable at identifying if starting,
intermediate and ending propositions match in appropriate ways.

In response to this challenge, an analogy might be helpful. Suppose that
I have two pictures of a crime scene. Suppose I know that one is from before
the police went through the crime scene and that the other is from after
they went through the crime scene. I know that if the two pictures are the
same, then the police have not altered the crime scene. But I might mess up
the task of confirming that the two pictures are the same. This is especially
likely to happen if the pictures contain a lot of information.??

22T should also note that it’s possible for the difficulty of this task to increase gradually.

For instance, there can be a series that starts with simple pairs of drawings for which
it’s easy to tell if there are any differences between them and moves gradually to complex
pairs of drawings for which it’s really difficult to tell if there’s any difference between them.

16



Likewise, suppose I have two long formulas, the second of which is a
conditional, and that I know they’'re both true. Then I know that if the
first is the same as the antecedent of the second, then the consequent of the
second is true. But if they’re rather complicated, I may well be unreliable at
checking that the first is the same as the antecedent of the second.?3

This reasoning suggests that (Closurepigherorder) faces a similar prob-
lem to the problem that faced (Closurecnaiienged) and that my argument —
if successful in targeting (Closurecpaiiengea) — can also be modified to target

(ClosureHigherOrdeT) .

4 Can principles framed in terms of competent deduction escape
my argument?

Another sort of closure principle is one that Williamson himself endorses:

(Closurecompetent Deduction) Knowing p, competently deducing q,
and thereby coming to believe q is in general a way of coming to
know q.%*

Similar things hold for the task of comparing formulas of the form “A”, “A entails B” and
“B” to confirm matches. If A and B are simple, it’s easy to compare; if they are somewhat
long, it’s more difficult, and if they are extremely long it’s more difficult still. Thanks to
an anonymous referee for pressing me on this.

230ne might object: “the task of knowing the implications of complex formulas seems
more demanding than the task of matching two complex formulas. So if the subject knows
A entails B, it seems plausible that she would be able to match A with the occurrence
of A in A entails B.” Two responses. First, even if one task is more demanding than a
second, it doesn’t follow that if one is able to competently accomplish the first, one is able
to competently accomplish the second. For instance, making waflles from scratch is more
demanding than reheating frozen ones. Nonetheless, I may competently accomplish the
first and fail to competently accomplish the second. Maybe reheating frozen things causes
me great anxiety and leads to my making mistakes. Maybe, for whatever reason, I just
never learned how to reheat frozen foods.

Also, it’s not obvious that knowing A entails B will always be more demanding than
matching formulas. For instance, suppose that first one comes to know that A entails
B through being told this by one’s math teacher. Next, one has to match A with the
occurrence of A in A entails B. Seemingly, in such a case, coming to know A entails B
could be an easier task than the matching.

24Gtrictly speaking, Williamson offers a multi-premise version, writing “Knowing py, ...,
Pn, competently deducing ¢, and thereby coming to believe ¢ is in general a way of coming
to know ¢.” [Williamson, 2000, 117]. T have offered a version restricted to a single premise
so as to avoid unnecessary complications.
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As just noted, my argument has focused on a different principle:

(Closurechgiiengea) For any pertinent propositions p and ¢ such
that p entails ¢, if Lisa knows p then she knows g¢.

The fact that Williamson doesn’t explicitly endorse (Closurechaiienged) yields
Williamson the following option: he can say that (Closurechaiienged) doesn’t
follow from his preferred closure principle, (ClosurecompetentDeduction)- 1f this
is right, then even if (Closurecpaienged) is false, it does not follow that there
is any sort of problem for (Closurecompetent Deduction)-

One way Williamson can argue that (Closurechaiienged) does not follow
from (Closurecompetent Deduction) 1S by arguing that some instances of (Closurecpaienged)
do not involve competent deduction. That is, he would need to hold that
some of Lisa’s work, even with regards to the problems she got right, did not
amount to competent deduction. A natural way for Williamson to do this is
to say that if one competently deduces something, one could not easily have
made an inference that is not truth preserving in a similar situation. This
would allow him to say that Lisa’s work on problem 665 did not amount
to competent deduction, because she did in fact make a mistake in a similar
situation, namely her work on problem 666. While Williamson does not spell
out competent deduction in this way in Knowledge and its Limits, he does
do so in a later work, writing:

If in any case « one believes a conclusion q on a basis b, which
consists of competent deduction ... then in any case close to « in
which one believes a conclusion q* close to q on a basis b* close
to b, b* consists of a truth-preserving deduction ... [Williamson,
2009, 326].%°

25t is worth noting that such a move incorporates a fairly controversial notion of com-
petence, and thus may not appeal to others who are also happy to invoke competence but
wish to understand it differently. It holds that in order to competently deduce something,
one could not easily have made a mistake in a similar situation. But some think that one
can competently come to believe something, even though one could easily have made a
mistake in a similar situation. For instance, Ernest Sosa discusses the following case:

You see a surface that looks red in ostensibly normal conditions. But it is
a kaleidoscope surface controlled by a jokester who also controls the ambient
light, and might as easily have presented you with a red-light+white-surface
combination as with the actual white-light+red-surface combination [Sosa,
2009, 31].
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By adding in the word “competent” Williamson can avoid the conclusion
of my argument. That said, requiring competent deduction, rather than
deduction simpliciter, yields two problems.

First, a more minor one: what it means to be “competent” must be
carefully spelled out, especially given, as just noted in a footnote, that its
meaning seems to be rather different from the way in which it is normally
used. If left intuitive, the principle will be hard to apply. Williamson does
spell out a version, but it leads to some fairly unpalatable consequences.
For instance, he has to endorse the view that there can be events with the
following two features: (i) it’s highly physically probable that they’ll occur
and (ii) they can’t easily happen [Williamson, 2011].%6

Second, a somewhat less minor one: there is an apparent dilemma re-
garding how competent one must be in order to be “competent”: must one
be perfectly competent, or merely mostly competent?

If one must be perfectly competent, then, in order for (Closurecompetent Deduction)
to yield the result that we know things via deduction, it must be the case
that some of us are sometimes perfectly competent. That is, it must be the
case that some of us, in deducing things, must be such that we couldn’t
easily have made mistakes. There are some who are willing to endorse this
sort, of conclusion, such as Williamson himself, but such people take on some

Sosa thinks in this case you have an apt belief — that is, one that succeeds through the
exercise of that competence — even though your belief could easily have been false. [Sosa,
2009, 35-6].

Similar things are often said about fake barn cases, in which one looks at a real barn
in an area full of barn facades. That is, such cases are often alleged to be cases in which
one’s current belief that there is a barn before one is due to a competence, even though
in similar cases one would have had a false belief. See e.g. [Sosa, 2009, 96].

26Very briefly, the reason is because Williamson understands competence in terms of
not easily having been mistaken, where this in turn is understood in terms of not being
mistaken in any nearby worlds. He then gets the controversial commitments through
endorsing the following three claims, each of which is very difficult to avoid: (1) Not being
mistaken in nearby worlds is closed under disjunction; if there are no nearby worlds in
which is one mistaken that P and no nearby worlds in which one is mistaken that Q, then
there are no nearby worlds in which one is mistaken that P or mistaken that Q. (2) There
are a number of events each of which has low physical probability, is independent from
the others, and which you know didn’t happen. For instance, one such event is that the
interior of my desk just rearranged itself a moment ago in such a way that it’s no longer
a desk thanks to weird quantum phenomena. (3) The disjunction of a sufficiently large
number of physically independent events can be quite probable even if their individual
physical probabilities are each quite low.
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pretty serious burdens as a result of endorsing this claim. For instance, as
just noted, Williamson himself, in order to maintain consistently, is led at a
result of endorsing this sort of claim to endorsing certain deeply controversial
claims regarding probability and what could easily have happened.

The other horn of the dilemma is to say that competent deduction does
not require perfect competence. The trouble with this horn is that, if we un-
derstand competently deduction in this way, then the version of (Closurecompetent Deduction )
that we get will fall prey to my argument against closure.

In particular, suppose we understand my story involving Lisa in such a
way that Lisa’s deductive process in problem 665 is mostly reliable, but she
still gets problem 666 wrong. Then (ClosurecompetentDeduction) Will deliver the
result that she knows the answer to problem 665 — after all, her process was
mostly reliable, and thus counts as a “competent deduction.” At the same
time, (GeneralizedReliability) will deliver the result that she fails to know
the answer to problem 665, after all, she makes a mistake on problem 666 and
thus is not perfectly reliable when it comes to problem 665. So, assuming
(GeneralizedReliability) is right, it will follow that (Closurecompetent Deduction)
— with “competent deduction” understood in terms of being mostly reliable
— is false.

Let me put the point a different way. We are considering the possibility
of endorsing a fallibilist closure principle — one on which competent deduc-
tion is understood in terms of being mostly reliable. But the key principle
that I invoked in my argument — (GeneralizedReliability) — is an infallibilist
principle; it requires, in order to know, that one not make a mistake in any
sufficiently similar circumstance. And this principle is at cross purposes to
the fallibilist closure principle.

In other words, I can grant that Lisa’s process in problem 665 is mostly re-
liable. But thanks to the difference between “mostly reliable” and “perfectly
reliable” | it’s possible for her to use a mostly reliable process in problem 665
and then get problem 666 wrong, even if she’s using a sufficiently similar
process in the two problems. In short: a mostly reliable process can still go
awTYy.

It might seem that the reason I was able to give the argument I just gave
is that (GeneralizedReliability) requires perfect reliability in order to have
knowledge. So it might be thought that the person endorsing a fallibilist
version of closure has another move available: in addition to endorsing a
fallibilist version of closure, she could also reject (GeneralizedReliability) and
replace it with a fallibilist reliability principle. And this would presumably
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keep my argument from going through. In other words, one could respond
that my response worked because we were combining a fallibilist closure
principle with an infalliblist principle connecting knowledge and reliability,
and that if one endorsed instead a fallibilist principle connecting knowledge
and reliability, there would no longer be an argument available against the
fallibilist version of closure in question.?”

But this move will not work. Even if one relaxes to a falliblist principle
linking knowledge and reliability, one still cannot endorse a fallibilist closure
principle. Put more formally: if one endorses the claim that knowledge, in
general, merely requires that one’s belief-forming process be mostly reliable,
as opposed to perfectly reliable, then one still cannot endorse (Closurecompetent Deduction)
— with “competent deduction” understood in terms of being mostly reliable.
The problem is the following: even if one is mostly reliable in believing a
proposition and mostly reliable in deducing a conclusion from this proposi-
tion then one’s overall process can still fail to be mostly reliable. To take a toy
example: I might be seventy percent reliable in believing p, seventy percent
reliable in deducing ¢ from p and only forty-nine percent reliable in believing
g. So even if one moves to a fallibilist view regarding the connection between
knowledge and reliability, one should still reject (ClosurecompetentDeduction) —
with “competent deduction” understood in terms of being mostly reliable.

In sum, then, if “competence” requires perfect reliability, then there are
difficulties applying (Closurecompetent Deduction) t0 humans, whereas if “com-
petence” requires less than perfect reliability, then (ClosurecomptentDeduction)
can still be targeted by my argument.

To summarize: Williamson’s alternative to (Closurecnaienged) @voids my
argument against closure, but it faces some problems as a result.

5 Can internalist-friendly principles escape my argument?

I would also like to look at internalist-friendly closure principles and see if
they can escape my argument. Typically internalists defend closure principles
as follows: they note that certain properties, such as having good evidence
for, are closed under entailment.?® Internalists tend to think that if you know
that p, then you have good evidence for p, and thus will have good evidence

2"Thanks to an anonymous referee for suggesting this response.

28] will leave “good” in “good evidence” unanalyzed. There are various ways of analyzing
“good evidence” on which having good evidence is closed under entailment. One example:
evidence for p is good evidence if p is highly probable given this evidence.
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for anything that p entails. Meanwhile, they tend to think knowledge is
a matter of basing your belief on the evidence in the right sort of way.?’
Because of this, so long as you believe some proposition entailed by p in the
right sort of way, you will know this proposition.?® This sort of reasoning
motivates the following sort of principle:

(Closurepternatist— friendly) 1f S knows p and p entails q then if S
bases S’s belief in the right way, S knows q.

Just a quick word about basing one’s belief in the right sort of way: it is
widely recognized that one can have strong evidence for some proposition,
and yet believe it for a different reason, and because of this fail to have
knowledge. For example, as Conee and Feldman write in their 1985 article,
“Evidentialism”:

Suppose Alfred is justified in believing p, and justified in believing
if p then q. Alfred also believes q. ... if Alfred’s basis for believing
q is not his evidence for it, but rather the sound of the sentence
expressing ¢, then it seems ... clear that there is some sense in
which this state of believing is epistemically ‘defective’ — he did
not arrive at the belief in the right way. [Feldman and Conee,
1985, 24-5].

There are various views about what it takes to base one’s belief in the right
sort of way, and I will not endorse a particular one. But the key idea is that
there are two different sorts of reasons one could lack knowledge, the first
because one lacks evidence, the second that one has evidence, but fails to
base one’s belief in the right sort of way. In the second case, unlike the first,
one can have the same evidence, but base differently, and thereby know.3!

As with Williamson’s externalist Closure principle, someone who endorses
(Closurepternatist— friendiy) can accept the conclusion of my parallel argu-
ment involving Lisa, but then contend that this argument doesn’t threaten
(Closurepternatist— friendly)- Just as a reminder, my parallel argument chal-
lenged:

29Usually internalists add in that one must also avoid Gettier cases, but I will leave out
this detail, because it is irrelevant for this discussion. See e.g. [Feldman and Conee, 1985].

30For such defenses, see e.g. [Klein, 1995, 219], [Luper, Winter 2011], [Moretti and
Shogenji, 2017, 7], [Stine, 1975, 250], [Wang, 2014, 1130].

31 Again, setting aside Gettier cases.
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(Closurechaiienged): For any given problem, if Lisa knows the
starting proposition to the problem and believes another propo-
sition entailed by it, then she knows it.

Someone who endorses (Closure yiernatist— friendiy) can say that (Closurenernatist— friendiy)
does not entail (Closurechaiiengea). In particular, she can say that some of
Lisa’s inferences did not involve her basing her belief in the right sort of
way. In particular, the defender of (Closureriernatist— friendiy) can allege that
Lisa’s inference in problem 665 involved her basing her belief in the wrong
way because it was not a careful enough deduction, given how difficult the
problem was. While she did have good evidence for (Startegs) and thus good
evidence for (Endggs), she failed to deduce carefully enough. That said, there
was good evidence for (Endggs) available. (Endggs) follows from (Startees),
which she had good evidence for. So had Lisa deduced more carefully, she
would have known her conclusion; someone with her evidence could have
known (Endggs).

It’s worth noting that in escaping the argument, this principle faces some
costs. For instance, the principle doesn’t deliver the result that if one knows
a proposition and this proposition entails a second proposition, then one
knows the second proposition. Rather, it only delivers this result for people
who base their belief in the second proposition in the right way, which may
be a rather difficult matter, either because they lack the requisite deduction
skills or because they lack the reliability requisite to successfully perform the
deduction in other similar cases.3?

Let me expand on this point a bit. First, let me give an example of
a case in which it is difficult to base one’s belief in the appropriate way.
Here’s the example: there are some mathematical axioms that are themselves
easy to grasp but which entail some complex and sophisticated theorems,
theorems that are very difficult to prove from the axioms, or, indeed, even to
understand. The internalist closure principle says that so long as one knows
the axioms, then if one bases one’s belief in these theorems in the appropriate
manner, one will know them. But in this sort of case it seems very difficult
to base one’s belief in the appropriate way, given how difficult it is to prove
or even grasp the theorems.

32Note: at this point in the paper, we are assuming that my parallel argument is suc-
cessful and trying to assess the consequences thereof, thus we are assuming for the sake of
argument that (Generalized Reliability) is true and thus that knowledge requires reliability
in other similar cases).
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With this sort of example in mind, we can perhaps better see the limi-
tations of the internalist-friendly closure principle. The internalist-friendly
closure principle says that if you know that p and p entails q then you are
part of the way to knowing ¢; so long as you base your belief in q in the
appropriate way, then you will know it. But the cost that I am pointing out
is that it can be very difficult indeed to base your belief in the appropriate
way. And thus it’s not clear whether we should care that much about this
intermediate state — the state of being such that if one bases one’s beliefs
in the right way, then one will know. And thus, furthermore, it’s not clear
that the internalist-friendly closure principle, which says that if one knows
p, then one will have reached this intermediate state, is telling us something
of much significance, given that the state it focuses on is itself of dubious
significance.

Here’s an analogy: suppose someone tells me that he can help me become
very rich. In particular, he tells me, he can help me develop a certain very
special kind of mindset and can teach me some important principles centered
around this mindset. What makes the mindset so special is that if one has
developed that mindset, then one is one step away from being very rich. In
other words, once one develops the mindset, one need take only one more
step, and then one will be very rich. Furthermore, he tells me, if I buy his
book and take his courses, I will be able to develop the mindset. So far,
things sound really good. But if I then discover that this one additional
step — the step that comes after developing the mindset — can be extremely
difficult to accomplish, then I might start to wonder why I should care so
much about the mindset he recommends I cultivate. And I might further
begin to doubt that the principles he talks about — principles that center on
this mindset — are of much significance.?

331 should perhaps briefly relate the point I'm making to Williamson’s criticisms of in-

ternalism. Internalists tend to claim that there are certain properties, such as phenomenal
properties, that are of special significance. In particular, they say one has some kind of
special access to facts regarding these properties and thus, if these properties are instanti-
ated, then, so long as one bases one’s beliefs regarding these properties in the appropriate
way, one’s beliefs will amount to knowledge. In other words, when these properties obtain,
one is in a special sort of intermediate state and this intermediate state is such that if one
bases one’s belief in the right way, then one will know.

But Williamson argues that this appropriate basing can be quite difficult. In particular,
he argues that these properties can be instantiated without one’s being in a position to
know that they are [Williamson, 2000, 24]. Given this argument, Williamson thinks it
is dubious that the intermediate state internalists focus on and the properties related to
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6 Parallel things hold for KK principles

In the last two sections, I looked at Closure principles that escape my argu-
ment, but appear to have significant flaws. In this section, I will argue that
a parallel thing is true of KK principles and Williamson’s argument.

6.1 Can principles framed in terms of competent de-
duction escape Williamson’s argument?

Let us start with competent deduction. We can formulate a KK principle
that is parallel to (ClosurecompetentDeduction). As we shall see, the parallel
principle can be motivated in similar ways, it faces similar problems, and it
escapes Williamson’s argument against KK.

Actually, there are multiple ways to formulate such a principle because
(Closurecompetent Deduction) Makes reference to a particular way of coming to
know an entailment: deducing it. There are multiple options for a parallel
term to “deduction.” I will use “validation.” Here is my principle:

(KK competentvatidation) Knowing p, competently validating that
one knows p, and thereby coming to believe that one knows p
is in general a way of coming to know that one knows p.

Here are some quick notes about this principle. I am not assuming that in
order to competently validate that one knows, one has to know that one

it, are of much significance. As Williamson says in another context, while criticizing the
views of Earl Conee:

Conee asserts that phenomenal qualities provide a comfortable cognitive
home ... because they are always there among our ultimate evidential re-
sources. But what use to you as evidence is a phenomenal quality when you
are not even in a position to know that you have it? Conee reassures us that
phenomenal qualities are still ‘known to us by acquaintance’, but in Conee’s
sense you can know x by acquaintance even if you are not in a position to
know that x exists. [Williamson, 2005, 8].

In short, then, Williamson questions the significance of the sort of state that internalists
care about — the sort of state one occupies when one instantiates some of the properties in
question. This is so despite its being the case that if one occupies this sort of state then
one will have knowledge, so long as one bases one’s beliefs in the appropriate way. And
the reason Williamson is dubious about the significance of this sort of state is because
he thinks one can occupy such a state and still be very far from knowledge, given how
difficult it can be to appropriately base one’s beliefs.
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knows. Rather, the idea is that competent validation, in conjunction with
knowledge, yields knowledge that one knows. Compare: suppose I am a
lawyer responsible for reviewing some cases and deciding whether our firm
should take them on. I sort through a pile of cases, marking down those that
I think we should take on, and those I think we shouldn’t. I am somewhat
shaky on health law but good at immigration law, so after sorting through
the cases, I divide them into two piles, one: a pile of the health law cases,
which someone else should look at, and another: a pile of the immigration
law cases, for which I'm confident in my judgment. If I sort a case into
the immigration law pile, and my judgment regarding that case is that we
should take it on, then I can be confident we should take it on, even though
not every case in the immigration law pile is one we should take on (some
are ones I correctly believe that we should reject). Likewise, in general if one
competently validates that one knows p, and one does, then one knows that
one knows p, even if not all propositions that one competently validates that
one knows are in fact known.3
Williamson’s argument has focused on a different principle:

(KK chatiengea) For any given height, if Mr Magoo knows that the
tree is not that height, then he knows that he knows the tree is
not that height.

Like Williamson, I could argue that this principle doesn’t follow from my
preferred principle.®® In particular, I can argue that some applications of
KKc¢hattenged do not involve competent validation that Mr Magoo knows some
proposition. For instance, I could contend that Mr Magoo’s coming to believe
that he knew that the tree was not 665 inches tall did not involve competent
validation. Like Williamson, I could spell out competent validation in terms
of what could happen in similar cases, holding that a validation is competent
only if it is such that one could not have made a mistake in a similar case —
that is, one could not have mistakenly come to believe that one had knowledge
in a case in which one did not.3® What is especially worth stressing is that

34 Also, I'm not assuming that validation is an inferential or quasi-inferential process;
I’'m leaving open that one can validate that one knows p directly, without inference.

35For those who employ a similar strategy but with a different KK principle, see e.g.
[McHugh, 2010].

36More formally, this is to endorse:

Competent Validation. If in any case « one believes that one knows that p
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for both Williamson and me, a lot of work will be done by the notion of
“competence” and here we seem to be on equal footing.

It’s worth noting that my parallel principle faces parallel problems to
those that Williamson’s faced. First, what it means to be “competent” must
be carefully spelled out. Second, there is an apparent dilemma regarding
how competent one must be in order to be “competent.” If one must be
perfectly competent, then it might seem that this principle never applies to
humans — none of us is perfectly competent; each can easily make mistakes.
If one must merely be mostly competent, then the principle faces the same
problems as (KK¢paiengea): 1 can be mostly competent and still such that I
could easily have made a mistake.

6.2 How an internalist-friendly KK principle can avoid
Williamson’s argument

A similar parallel holds regarding internalist-friendly closure principles and
internalist-friendly KK principles. While Williamson does not endorse an
internalist closure principle, there are plenty of internalists who do, and thus
unless they wish to give up on this sort of principle, they should be very
hesitant about endorsing the idea that Williamson has managed to show
that key internalist KK principles are false. Instead, these internalists can
note that there are parallel internal KK principles to their preferred internal
closure principle, and that these parallel principles get around Williamson’s
argument. For example:

(KK rnternatist— friendiy) If S knows p then if S bases S’s belief in
the right way, S knows that S knows p.

As before, an internalist who endorses (KK pniernatist— friendly) can accept the
conclusion of Williamson’s argument, but argue that it doesn’t threaten
(KK nternatist— friendiy).  Such an internalist can allege that for some ¢, Mr
Magoo’s belief that the tree is not ¢ inches tall did not involve his basing his
belief in the right way. He was not careful enough. If he was a little more

on a basis b, which consists of competent validation, then in any case close
to « in which one believes that one knows a proposition p* close to p on a
basis b* close to b, one knows that p*.

Thanks to an anonymous referee for suggesting that I include this.
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careful in how he based his belief, he would have had knowledge. And this
is why (KKchatiengea) is false.®”

I will spell this idea out a little more fully momentarily. But the case
involving Mr Magoo is somewhat subtle because it involves perception; I will
first discuss a simpler case regarding introspection and then apply the lessons
to the case of Mr Magoo. To do this I will discuss an argument Williamson
gives that challenges the idea that one is always in a position to know one’s
mental states [Williamson, 2000]. I have tweaked his argument slightly so
as to avoid some confusing details. First I will state this argument. Then I
will show how an internalist can argue that its conclusion is not threatening
to an introspective analog of (KKyniernatist— friendiy). Then I will apply the
lessons there to the case of Mr Magoo.

First the argument. Take a particular shade of red, call it Rggg. Sup-
pose that Clifford has a series of phenomenal experiences as of looking at a
series of shades, Ry through Rggs. Let us suppose that Clifford isn’t good
enough at introspecting that he can tell the difference between any two of
the phenomenal experiences, but he can tell the difference between Ry and
Rges. There is some difference between neighboring shades— what it’s like to
be experiencing neighboring shades is slightly different — but Clifford can’t
pick up on it. Let us call the relevant principle that one is in a position to
know one’s mental states (Introspectioncpaiienged). Here it is:

(Introspectioncpauiengeq): 1f Clifford is having the phenomenal ex-
perience as of R;, then he knows he is having the phenomenal
experience as of R;.

The argument that Williamson can give against this principle will run exactly
parallel to his original argument against (KKcpauenged), but the details don’t
matter for our purposes.

Suppose an internalist wishes to show that this argument doesn’t chal-
lenge her preferred introspection principle. She can endorse a parallel of

(KKlnternalistffMendly)

37Relatedly: one way of putting Williamson’s point from his argument against KK is
that safety doesn’t iterate; that is, one can safely believe that p while failing to safely
believe that one safely believes. The internalist response here is that safety iterates so
long as one believes in the right way. That is, if one safely believes that p and one bases
one’s belief that one safely believes that p in the right way, then one safely believes that
one safely believes that p.
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(Introspectionspternatist— friendiy): 1f S is having a phenomenal ex-
perience P, then if S bases S’s belief in the right way, then S knows
that S is having P.

The internalist can allege that (Introspectioncpaiienged) does not entail (Introspection rpiernatist— friendi.
and thus the argument against (Introspectioncpaienged) doesn’t target her
preferred principle. In particular, the internalist can allege that Clifford isn’t
basing his beliefs about phenomenal experiences in the right sort of ways.
If he was better at introspecting, and thus based his beliefs more carefully,
he would know the relevant proposition. That is, Clifford has the relevant
evidence available, thanks to a difference in his phenomenal states. If he
based his beliefs on the relevant evidence, he would know the propositions in
question.>

Now let us apply these lessons to the case of Mr Magoo. Take an i such
that Mr Magoo knows the tree is not ¢ inches tall but fails to know that
the tree is not ¢ + 1 inches tall. (There has to be such an i because Mr
Magoo knows the tree is not 0 inches tall and fails to know it is not 666
inches tall). Here we have a decision point in how we understand the case.
On one understanding, the tree would look differently to Mr Magoo if it
were ¢ inches as compared with ¢ 4+ 1 inches, he’s just not good enough at
introspecting that he can pick up on this difference. That is, what it’s like
to be Mr Magoo would shift slightly if the tree were ¢ inches as compared
with ¢ + 1 inches, but so slightly that he wouldn’t be able to notice. On this
understanding of the case, it can be handled just as above. Mr Magoo has the
evidence that he knows the tree is not 7 inches tell — this phenomenological
evidence — he just isn’t careful enough in his basing.?® If he had been better
at introspecting his phenomenological states, he would have been able to

38This is important because, as 1 shall briefly argue in this footnote,
(Introspectionrpiernalist— friendly) can be used to establish conclusions that Williamson
wanted to reject. (To fully establish this conclusion would take a more thorough argu-
ment than I will give here, but I hope my remarks will at least provisionally establish a
difficulty for Williamson.) In particular, Williamson wanted to reject the idea that we
have a cognitive home — that one is “guaranteed epistemic access to one’s current mental
states” [Williamson, 2000, 93]. If (Introspectionrniernalist— friendly) 1S right, then we do
have a special kind of access to our phenomenal experiences — so long as we base our beliefs
in the right sort of way, we can know that we are having them. So in failing to attack
(Introspectionyternatist— f”'endly), Williamson leaves himself vulnerable to those who wish
to use it to establish that we do have a cognitive home.

39This sort of strategy is taken in [Smithies, 2012].
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notice a difference between the two cases, and thus could have based his
belief in such a way so as to know that he knew the tree was not i inches
tall. Put slightly differently, on this understanding, the difference between
Mr Magoo and someone who was better at forming accurate beliefs regarding
tree heights is not that Mr Magoo has different evidence from the person,
it’s just that the other person can use the evidence — the slight differences in
phenomenology — to distinguish certain cases while Mr Magoo cannot.

On another understanding, the tree would not look any different if it were
7 inches as compared with i 4+ 1 inches. On this understanding, what it’s like
to be Mr Magoo wouldn’t shift slightly if the tree were ¢ inches as compared
with ¢ + 1 inches. His perceptual faculties are sufficiently non-discriminating
that they wouldn’t pick up any differences. On this understanding of the
case, an internalist will deny that Mr Magoo knows that the tree is not ¢
inches tall and fails to know that it is not 7 + 1 inches tall. If the tree looks
the same in the two cases, an internalist will say that Mr Magoo can only
know the tree is not ¢ inches tall if he also can know the tree is not ¢ + 1
inches tall.

In short, no matter which way we understand the case, an internalist
can deny that Williamson’s argument challenges her preferred KK princi-
ple, (KK nternatist— friendiy) 1 just the way an internalist could deny that my
argument challenged her preferred closure principle.

This is important because (KKppiernatist—friendiy) can be used to estab-
lish conclusions that Williamson wanted to reject. In particular, Williamson
thinks that the surprise test paradox arises thanks to a failure of KK and
other similar principles.*® Some background: the surprise test paradox in-
volves an ingenious argument that seems to show that if students hear from a
teacher that they will have a surprise test, then they can deduce that they will
not have the test. Williamson notes that in order for this argument to be suc-
cessful, not only must the students know that they will have the test (on the
basis of the teacher’s announcement), they must also know that they know
it. But because he thinks KK fails, he thinks there’s no reason to hold that
they can know this [Williamson, 2000, 135-143]. But if (KK yternatist— friendiy)
is right, then there is some reason to hold that they can know this — they just

4OWhy do I say “KK and other similar principles?” The reason is that, as Williamson
notes, there are multiple ways of formulating the surprise test paradox — all of the versions
use principles about iterating knowledge, but there are several closely-related options to
choose from, only one of which is KK. [Williamson, 2000, 140]. Thanks to an anonymous
referee for pressing me to clarify this.
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need to base their beliefs in the right way. So assuming (KK pternatist— friendiy)
is right, there is some reason to believe Williamson has failed to solve the
surprise test paradox.

Again, it’s worth noting that in escaping the argument, this principle
faces some costs. For instance, the principle doesn’t deliver the result that
everyone who knows something that entails a second proposition knows the
second proposition. Rather, it only delivers this result for people who base
their belief in the second proposition in the right way, which may be a rather
difficult matter, either because they lack the sophisticated introspection skills
required or because they lack the reliability requisite to successfully perform
such introspection in other similar cases.

7 Conclusion

Just to briefly summarize, then: in this paper I have constructed an argument
against a closure principle and defended it via a general principle regarding
reliability, a principle that is also invoked in an argument from Timothy
Williamson against KK. I then provisionally examined whether there are
any closure principles that can escape the argument. I found two that could:
one that invoked competent deduction and one that invoked proper basing. I
noted some flaws of the two principles. I also provisionally argued that there
are parallel KK principles that can be motivated in similar ways to the ways
the two closure principles are motivated and which can yield conclusions that
Williamson himself wished to avoid.*!
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